INTRODUCTION

The delay-tolerant-network (DTN) model is becoming a viable communication alternative to the traditional infrastructural model for modern mobile consumer electronics equipped with short-range communication technologies such as Bluetooth, NFC [6] and Wi-Fi Direct[7]. Proximity malware is a class of malware that exploits the opportunistic contacts and distributed nature of DTNs for propagation. Behavioral characterization of malware is an effective alternative to pattern matching in detecting malware [8], especially when dealing with polymorphic or obfuscated malware. In this paper, we first propose a general behavioral characterization of proximity malware which based
on naive Bayesian model, which has been successfully applied in non-DTN settings such as filtering email spams and detecting botnets. We identify two unique challenges for extending Bayesian malware detection to DTNs (“insufficient evidence versus evidence collection risk” and “filtering false evidence sequentially and distributedly”), and propose a simple yet effective method, look ahead, to address the challenges. Furthermore, we propose two extensions to look ahead, dogmatic filtering, and adaptive look ahead, to address the challenge of “malicious nodes sharing false evidence. Real mobile network traces are used to verify the effectiveness of the proposed methods. The popularity of mobile consumer electronics, like laptop computers and more recently and prominently, smart phones, revives the delay-tolerant network (DTN) model as an alternative to the traditional infrastructure model. With the adoption of new short-range communication technologies such as NFC and Wi-Fi Direct that facilitate spontaneous bulk data transfer between spatially proximate mobile devices, the threat of proximity malware is becoming more realistic and relevant than ever. So we call this class of malware proximity malware. Proximity malware based on the DTN model brings unique security challenges that are not present in the infrastructure model. In the infrastructure model, the cellular carrier centrally monitors networks for abnormalities; moreover, the resource scarcity of individual nodes limits the rate of malware propagation. Previous researches quantify the threat of proximity malware attack and demonstrate the possibility of launching such an attack, which is confirmed by recent reports on hijacking hotel Wi-Fi hotspots for drive-by malware attack. With the adoption of new short-range communication technologies such as NFC and Wi-Fi Direct[6] that facilitate spontaneous bulk data transfer between spatially proximate mobile devices, the threat of proximity malware is becoming more realistic and relevant than ever. The main problems in existing are a Proximity malware is based on the DTN model brings unique security challenges that are not present in the model. The two DTN specific, malware-related, problems:
1. Insufficient evidence versus evidence collection risk
2. Filtering false evidence sequentially and distributedly.

MODELS

In our model, malware-infected nodes’ behaviors are observed by others during their multiple opportunistic encounters: Individual observations may be imperfect, but abnormal behaviors of infected nodes are identifiable in the long-run. We identify challenges for extending Bayesian malware detection to DTNs, and propose a simple yet effective method, look-ahead, to address the challenges.

METHODLOGY

We present a general behavioral characterization of proximity malware, which captures the functional but imperfect nature in detecting proximity malware which has been previously proposed as an effective alternative to pattern matching for malware detection. The advantage of this method is that real mobile network traces are used to verify the effectiveness of the proposed methods. The proposed evidence consolidation enables in minimizing the negative impact of liars on the shared evidence’s quality. It is used to identify the abnormal behaviors of infected nodes in the long-run. The disadvantage of existing is that Central monitoring and resource limits are absent in the DTN model. Very risk in collecting evidence and also has insufficient evidence. In our model, we assume that each node is capable of assessing the Other party for suspicious actions after each encounter, resulting in a binary assessment. A node is either evil or good, based on if it is or is not infected by the malware. It may occasionally assess an evil node’s actions as non suspicious or a good node’s actions as suspicious, but most suspicious actions are correctly attributed to evil nodes.

MODULES

DTN (Delay-Tolerant-Network)
Look Ahead: Distribution versus Maximizer
Look Ahead
Evidence Consolidation
DTN (Delay-Tolerant-Network):
It approaches the computer networks architecture that address the technical issue of heterogeneous networks that may continuous network connectivity. In our model, we assume that each node is capable of assessing the other party for suspicious actions after each encounter, resulting in a binary assessment. For example, a node can assess a Bluetooth connection or an SSH session for potential
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Cabir or ikke infection [19][20]. In the previous works on malicious behavior detection in mantes and distributed reputation systems are other examples, a node is either evil or good, based on if it is or is not infected by the malware.

**Figure 1: DTN (Delay-Tolerant-Network)**

**LOOK AHEAD DISTRIBUTION VERSUS MAXIMIZER**

We compare the two alternative approaches, distribution and maximize, to the look-ahead strategy. In both data sets, the detection-rate and false-positive rate are comparable for the distribution and maximizer approach, with the distribution approach having a slightly higher detection rate and false-positive rate.

**LOOK HEAD**

We compare Bayesian-based strategies with, and without, the look-ahead extension under the household-watch model. The Bayesian strategy does not look ahead and proceeds with cutting-off once the evidence becomes unfavorable to the neighbor. In the Bayesian strategy has the highest detection and false-positive rate. Both rates drop with an increasing look-ahead parameter.

**Figure 2: Look ahead approach**

**EVIDENCE CONSOLIDATION**

We also evaluate the benefits of sharing assessments among nodes, and the effect of the proposed evidence consolidation strategies in minimizing the negative impact of liars on the shared evidence’s quality. We compare the dogmatic filtering and adaptive look-ahead evidence consolidation methods with two other (naive) evidence consolidation methods taking no indirect evidence, i.e., look ahead with no evidence consolidation and taking all the indirect evidence without filtering.

In this paper we present a general behavioral characterization of proximity malware, which captures the functional but imperfect nature in detecting proximity malware. Under the behavioral malware characterization, and with a simple cut-off malware containment strategy, we formulate the malware detection process as a distributed decision problem. Analyze the risk associated with the decision, and design a simple, yet effective, strategy, look ahead, which naturally reflects individual nodes’ intrinsic risk inclinations against malware infection. We consider the benefits of sharing assessments among nodes, and address challenges derived from the DTN model.
CONCLUSION
Behavioral characterization of malware is an effective alternative to pattern matching in detecting malware, especially when dealing with polymorphic or obfuscated malware. Naive Bayesian model has been successfully applied in non-DTN settings, such as filtering email spams and detecting botnets. We propose a general behavioral characterization of DTN-based proximity malware. We present look ahead, along with dogmatic filtering and adaptive look ahead. In prospect, extension of the behavioral characterization of proximity malware to account for strategic malware detection evasion with game theory is a challenging yet interesting future work.
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