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ABSTRACT

This paper presents Big Data Problems result using Data Mining. There is broad
recognition of the value of data as well as products obtained through analyzing it.
About big data “Size is the only thing that matters.” Various Popular news media
now appreciates the value of Big Data as evidenced by coverage in the Economist

the New York Times and National Public Radio Industry is abuzz with the promise
- of Big Data Government agencies have recently announced significant programs
AYUSHI V. RATHOD towards addressing challenge of Big Data. The data are big or small depend on
size of data and there are challenges with Big Data.
Big Data concern large-volume, complex, growing data sets with multiple,
autonomous sources. so for mananaging and processing this data we must have
some techniques. In this work first different existing technique will be studied
and analyzed about Big Data. Here we will include the concepts related to big
data like analysis and prediction and result of problems.
The existing approaches perform better but having some drawbacks. So, they
cannot be applied to the various situations. To overcome some drawbacks we are
going to propose Clustering Approach for Collaborative Filtering which will gives
us better result. So,we can apply it to big data, depending upon these techniques,
we will try to implement concepts related to Big Data processing. and finally
Clustering Approach for Collaborative Filtering performs better.
Keywords: Data mining challenges with big data,.Hadoop's distributed file
system, map-reduce framework, clustering approach for collaborative filtering
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INTRODUCTION

Big data is nothing the large amount of data.
There is broad recognition of the value of data as
well as products obtained through analyzing it About
big data “Size is the only thing that matters.” Various
Popular news media now appreciates the value of Big
Data as evidenced by coverage in the Economist the
New York Times and National Public Radio Industry is

abuzz with the promise of Big Data Government

agencies have recently announced significant
programs towards addressing challenges of Big Data.
But yet, many have a very narrow interpretation of
what that means, and we lose track of the fact that
there are multiple steps to the data analysis, whether

the data are big or small depend on size of data.
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There is work to be done at each step and there are
challenges with Big Data.

Big datais a broad term for data sets so
that
processing applications are inadequate. Challenges

large or complex traditional data
include analysis, capture, search, sharing, storage,
transfer, visualization, and information privacy. The
term often refers simply to the use of predictive
analytics or other certain advanced methods to
extract value from data, and seldom to a particular
size of data set. An example of big data might
be petabytes (1,024 or exabytes (1,024

petabytes) of data consisting of billions to trillions of

terabytes)

records of millions of people—all from different
sources (e.g. Web, sales, customer contact center,
social media, mobile data and so on). The data is
typically
incomplete and inaccessible.

loosely structured data that is often

The rise of Big Data applications where data
collection has grown tremendously and is beyond the
ability of commonly used software tools to capture,
manage, and process within a“tolerable elapsed
time.” The most fundamental challenge for Big Data
applications is to explore the large volumes of data
and extract useful information or knowledge for
future actions .In many situations, the knowledge
extraction process has to be very efficient and close
to real time because storing all observed data is
nearly infeasible. The key challenges for such as Data
accessing and computing, Data privacy and domain
knowledge.

Big Data as always telling us the truth, but
this is actually far from reality about big data. We
have to deal with erroneous data: some news reports
are inaccurate A problem with current Big Data
analysis is the lack of coordination between database
systems, which host the data and provide SQL
querying, with analytics packages that perform
various forms of non-SQL processing, such as data
mining and statistical analyses.

In short, there is collaborative filtering is
required to extract value from data. Heterogeneity,
incompleteness, scale, timeliness, privacy and
process complexity give rise to challenges at all
phases.

I.PROBLEM STATEMENT OF BIG DATA:-

1)Data accessing and computing (Tier |)

2)Data privacy and domain knowledge(Tier Il)
3)Big Data mining algorithms (Tier Ill)

The challenges at Tier | focus on data
accessing and arithmetic computing procedures.
Because Big Data are often stored at different
locations and data volumes may continuously grow,
an effective computing platform will have to take
distributed data
consideration for computing.

large-scale storage  into

The challenges at Tier Il center around
semantics and domain knowledge for different Big
Data applications. Such information can provide
additional benefits to the mining process.

At Tier Ill, the data mining challenges
concentrate on algorithm designs in tackling the
difficulties Big Data
distributed data distributions, and by complex and

raised by the volumes,
dynamic data characteristics.
IILHADOOP'S DISTRIBUTED FILE SYSTEM

Hadoop's Distributed File System is designed
to reliably store very large files across machines in a
large cluster.

It is inspired by the Google File System.
Hadoop DFS stores each file as a sequence of blocks,
all blocks in a file except the last block are the same
size. Blocks belonging to a file are replicated for fault
tolerance. The block size and replication factor are
configurable per file. Files in HDFS are "write once"
and have strictly one writer at any time.
11.MAP-REDUCE FRAMEWORK

MapReduce is a programming model and an
associated implementation for processing and
data with
a parallel, distributed algorithm on a cluster Users

generating large sets
specify a map function that processes akey/value pair
to generate a set of intermediate key/value pairs,
and a reduce function that merges all intermediate
values associated with the same intermediate key.

Map Reduceis aprogramming model and an

associated implementation for processing and
generating large data sets with a parallel, distributed
algorithm on a cluster.

A Map Reduce program is composed of
a Map() procedure that performs filtering and sorting
(such as sorting students by first name into queues,

one queue for each name)
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that
summary operation (such as counting the number of

Reduce() procedure performs a
students in each queue, yielding name frequencies).
Even though the previous pseudo-code is written in
terms of string inputs and outputs, conceptually the
map and reduce functions supplied by the user have
associated types:

map (k1,v1) ! list(k2,v2)

reduce (k2,list(v2)) ! list(v2)

l.e., the input keys and values are drawn from a
different domain than the output keys and values.
Furthermore, the intermediate keys and values are
from the same domain as the output keys and values.
IV.CLUSTERING APPROACH FOR COLLABORATIVE:-

movies. in collaborative filtering preferences of users
are clustered .In This Example sorting and filtering is
done by using the map reduce framework.and
movies similarities and movies filtering is done.And
final output is calculated by using the co-relation and
pearson formula.

To overcome some drawbacks we were use Richard 5 1 4
Clustering Approach for Collaborative Filtering which Wary 2 2 5
will gives us better result and also we are going use -

Steve 4 3 2
some framework to overcome drawback.

Collaborative filtering is required to extract value
from data Why “collaborative”? Basically, someone
else (in fact many someones) have gone to the effort

Fig 2.-Rating example
1.DETAILED DESIGN:

L | udata =

of viewing/filtering things, and chosen the best few. 126 242 3 881250949
] . 186 302 3 891717742
You get a recommendation of the best few, without 22 377 1 s7ss87116
. 244 51 2 B8B0606923
having to spend the effort. 166 346 1 886397596
- 2os8 474 4 884182806
A Amazon.com: DVD: The Hitchhiker's Guit e G = Ex 5] 8 [n]
2 Amazon.com: DVD: The Hitchhiker's Guide to the Galaxy (1982) - Microsoft Infemet J_l_unﬂ 115 565 > 881171488
P Gt Vew Famrks Toob fip . ¢ 253 465 5 891628467
Qe - x] 2 () et praores @wesa € - BB 385 451 3 886324817
Ak [ i amanm conesecobos ST B0 DL D T ez Qe | Lk * & 86 3 883603013
el ~ - —= 62 257 2 879372434
Corger [y <] fesetved < Gsehsie § 7 - Psbider Flopms [ 5 Gareem 286 1014 5 879781125
Jewely T H z2ee 222 s 876042340
EWatches ) [wscoe] 5 Vo] 0 s 8 s [ O S B 210 ae 3 891835994
e | o | sl | R | s | sovmes | B | B J 224 29 3 888104457
303 785 3 879485318
IR The Hitchhiker's Guide to the Galaxy (1982) 122 387 = 8793270459
7 B Q List Price: $3:5 I@ 1949 274 2 879539794
[ B Price: $28.68 & This item ships for FREE with Super Saver i) 2901 1E@42 - 874834944
Shipping. Se= detaiz,
You Save: §6.30 (13%) i w: 1<l 234 1184 2 892073237
L) 119 392 4 886176814
Availability: Usuall ships within 24 hours 167 486 4 892738452
o Want it delivered Monday, May 107 Order it in the next 23 howrs 299 144 a4 877V881320
and 12 minutes, and choose One-Day Shipping at checkout. Sea 18 used & new frem 291 s 2 ay4a4s833878
- el s 208 1 4 887736532
sse lerger cidtyre E T g5 546 2 879196566
T R T et 38 as s 892430094
Explare This DVD e ST - = - - - - T e s = =
buyinginfo  Edition: 20 — Fig 3-u data
lecheical Add to Wedding Registry
nomeliy  Seemore poductdetas I sioplentil In Fig(3) Udata is a data took from imdb site for the
purpose of solving the problem of bigdata analysis
By Uil VD it 3~ S 1 OVD  Chrs Bty and processing. in the below figure column first show
PR = Total List Price: 12450

Fig 1.Everyday Examples of Collaborative Filtering

Fig 2. show the detail design of the collaborative
filtering.

In this above example it is clear that three different
user have rated three different movies.Mr.richerd
rated all three movies whereas mary rated only

batman and ironman and steve also rates all three

user id where as second column shows movie id and
third column shows rating of the movies
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[ partm-00000 %

Amityville: A New Generation (1993);Gandhi (1982);0.851.9;0.0;0.0;2
Amityville: Dollhouse (1996);Gandhi (1982);6.0;1.0;0.0;6.0;2

Amos & Andrew (1993);Gandhi (1982);-0.214834462212;0.899767685209;-6.117182433934;0.0;12

An Unforgettable Summer (1994);Gandhi (1982);0.0;1.0;0.0;8.8;1 Movie Name abc
Anaconda (1997);Gandhi (1982);-0.0409960036845;0.895287276416;-0.0223614562279;6.0;12

Anastasia (1997);Gandhi (1982);0.272165526976;6.916625240831;0.148453923805;0.0;12
Andre (1994);Gandhi (1982);-0.8185535462695;0.926025784803; -0.010126116147;6.0;12 Search Results
Angel Baby (1995);Gandhi (1982);0.8;1.8;0.8;0.6;1

Angel and the Badman (1947);Gandhi (1982);6.8;6.958467676597;6.0;0.6;4
Angel on My Shoulder (1946);Gandhi (1982);6.8;1.8;6.8;6.0;1

Angela (1995);Gandhi (1982);0.6;1.0;6.08;6.652 T

Angels and Insects (1995);Gandhi (1982);6.385712646525;0.952982511869;0.281465985362;0.6;27 Mavie Not Found in Database
Angels in the Outfield (1994);Gandhi (1982);-0.20272121352;6.921714447171;-6.13514747568;0.0;20
Angus (1995);Gandhi (1982);-0.498996253031;0.961338036764;-6.232574338383;0.0;9

Anna (1996);Gandhi (1982);1.0;0.999512676087;0.166666666667;0.0;2

Anna Karenina (1997);Gandhi (1982);0.800094691366;0.934893833411;0.266698230455;0.0;5

Anne Frank Remembered (1995);Gandhi (1982);6.155043418237;0.957500991856;0.0638414075092;0.0;7
Annie Hall (1977);Gandhi (1982);-0.60452539474968;6.937167355525; -0.00406361977468;6.0;88
Another Stakeout (1993);Gandhi (1982);6.456174916162;0.948551563925;0. 287221243472;6.0;17
Antonia's Line (1995);Gandhi (1982);6.356575667695;0.974982163655;0.237717111797;0.6;20
Aparajito (1956);Gandhi (1982);-8.870388279778;0.861266986432;-0.248682365651;0.0;4

Apocalypse Now (1979);Gandhi (1982);6.167644389015;6.954031977197;0.154339278776;0.6;116
Apollo 13 (1995);Candhi (1982);0.335885315453;8.973369533887;0.318446689317;8.0;126

April Fool's Day (1986);Gandhi (1982);-1.8;0.850390485524;-0.,230769238769;0.0;3

Apt Pupil (1998);Gandhi (1982);0.25517589498;0.97457144415;0,202014256193;0.0;38

Fig 4-values comparison
In Fig 4. shows the comparison of movies Chart
on the basis of parameters. each parameter is

compared with each other and nearby values are Fig 6.-shows result if movie not found in data set

sorted to find top rated movies. Figure(6) shows the result of movies search and

For example if Gandhi movies is having gives the output if move is not present in a data set.

value0.5;07;0;09;0 so in this case we consider the search is made in data set and if movie is not
available in data set then this message box appear.
3.COMPARISON GRAPH OF TIME REQUIRED TO

2.SYSTEM EXECUTION DETAILS SEARCH A PARTICULAR MOVIE USING JAVA AND

As per the proposed design i.e. collaborative HADOOP.

filtering. First we will look at the publicly available

nearby values of movies to the Gandhi movie.In this
way we can calculate the top movies.

modules screenshots with the home page for the Comparlson Chart
application. & 35,000
EEE .
0
8 30,000
& 27500
Movie Name | Gandhi = 25000
22,500
Search Results I:I £ 20,000
217300
0
----------------------- 815000
Real Genius (1985)
Ref, The (1994) Z e
Home for the Holidays (1995) 3 10,000
That Thing You Do! (1996) > 7500
Tombstone (1993) 3
c 5.000
T 2500
a 0
Time Comparision
Methods

1 Java WHadoop

Chart CONCLUSION

Big datais a broad term for data setsso

Fig 5.-shows five top most movies large or complex that traditional data

Figure(5) shows the movies search in a data . N .
processing applications are inadequate. Challenges

set and gives the output of related top five movies . . . .
include analysis, search, processing and computation

-calculation done in fig(4) of big data. This system include study of existing
techniques for computing and accessing of big data

problem.
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Using Map

reduce frame work, this system

implemented Clustering Approach for Collaborative

Filtering. It observe that from above study, the time

required to process big data using hadoop is better

than other existing tool.
REFERENCES

[1].

12].

[3].

(4].

[5].

[6].

[7].

[8].

[9].

[10].

183

R. Ahmed and G. Karypis, “Algorithms for
Mining  the
Relational States in Dynamic Networks,”

Evolution of Conserved
Knowledge and Information Systems, vol.

A. Labrinidis and H. Jagadish, “Challenges
and Opportunities with Big Data,” Proc.
VLDB Endowment, vol. 5, no. 12, 2032-
2033,2012.

S. Banerjee and N. Agarwal, “Analyzing
Collective Behavior from Blogs Using Swarm
Intelligence,” Knowledge and Information
Systems, vol. 33, no. 3, pp. 523-547, Dec.
2012.

J. Bollen, H. Mao, and X. Zeng, “Twitter
Mood Predicts the Stock Market,” .
Computational Science, vol. 2, no. 1, pp. 1-8,
20

G. Cormode and D. Srivastava, “Anonymized
Data: Generation, Models, Usage,” Proc.
ACM SIGMOD Int’l Conf.
Data,pp. 1015-1018, 2009.

S. Papadimitriou and J. Sun,

Management

“Disco:
Distributed Co-Clustering with Map-Reduce:
A Case Study Towards Petabyte-Scale End-
to-End Mining,” Proc. IEEE Eighth Int’l Conf.
Data Mining (ICDM '08),pp. 512-521, 2008.
G. Duncan, “Privacy by Design,” Science, vol.
317, pp. 1178-1179,2007.

C.T. Chu, S.K. Kim, Y.A. Lin, Y. Yu, G.R.
Bradski, A.Y. Ng, and K.Olukotun, “Map-
Reduce for  Machine
20th Ann.
Information Processing Systems (NIPS’06),
pp. 281-288, 2006.

D. Gillick, A.
MapReduce:

Learning on

Multicore,”Proc. Conf. Neural

Faria, and J. DeNero,
DistributedComputing  for
Machine Learning, Berkley, Dec. 2006.

Y. Lindell and B. Pinkas, “Privacy Preserving
Data Mining,”). Cryptology, vol. 15, no. 3,

pp. 177-206, 2002.

[11].

[12].

[13].

[14].

[15].

[16].

[17].

E. Birney, “The Making of ENCODE: Lessons
for Big-DataProjects,” Nature, vol. 489, pp.
49-51, 2012.

J. Bollen, H. Mao, and X. Zeng, “Twitter
Mood Predicts the Stock Market,” J.
Computational Science, vol. 2, no. 1, pp. 1-8,
2011.

S. Borgatti, A. Mehra, D. Brass, and G.
Labianca, “Network Analysis in the Social
Sciences,” Science, vol. 323, pp. 892-895,
2009.

J. Bughin, M. Chui, and J. Manyika, Clouds,
Big Data, and Smart Assets: Ten Tech-
Enabled Business Trends to Watch.
McKinSey Quarterly, 2010.

D. Centola, “The Spread of Behavior in an
Online Social Network Experiment,” Science,
vol. 329, pp. 1194-1197, 2010.

E.Y. Chang, H. Bai, and K. Zhu, “Parallel
Algorithms for MininglLarge-Scale Rich-
Media Data,” Proc. 17th ACM Int’l Conf.
Multimedia,(MM ’09,) pp. 917-918, 2009
http://en.wikipedia.org/wiki

S.S.ASOLE & AYUSHI V. RATHOD



