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INTRODUCTION  

People’s opinion has become one of the 

extremely important sources for various services in 

ever-growing popular social networks. Specifically, 

online opinions have transformed into a kind of 

virtual currency for businesses looking to market 

their new opportunities, and manage their 

reputations. In general, recommender systems are 

defined as the supporting systems which help users 

to find information by aggregating and analyzing 

suggestions from other users, which means reviews 

from many authorities, and user attributes. After 

viewing such reviews they take their decisions. So, 

such reviews must be correct and proper. 

The movie rating score is based on 

sentiment-classification results. Combined movie 

rating information with review summary, and display 

result to end users with the rating and summarization 

information about the movie. This will reduce the 

overhead of any user who is commenting on any 

movie and will make the system more user-friendly.  

Related work 

There are various papers which gives idea 

about the Recommender Systems. For our system we 

have referred papers as follows: 

Wilson et al, 2009; Kobayashi et al. 2007) 

have used classification based methods to integrate 

various features. But these methods separately 

extract object features and opinions, which ignore 

the correlation among output labels, i.e. object 

features and opinions. 

Zhuang et al. (2006) summarized movie 

reviews by extracting object feature keywords and 

opinion keywords. Object feature-opinion sets were 

recognized by using a dependency grammar graph. 

However, it used a manually explained list of 

keywords to recognize movie features and opinions, 

and thus the system capability is restricted. 

Qiu et al. (2009) exploit the relations of 

opinions and object features by adding some 

linguistic rules. However, they didn’t care the opinion 

polarity. Our framework can not only hire various 
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features, but also exploit the correlations among the 

three types of expressions, i.e. object features, 

positive opinions, and negative opinions, in a unified 

framework. 

Popescu and Etzioni (2005) proposed a 

relaxation labeling approach to utilize linguistic rules 

for opinion polarity detection. However, most of 

these studies focus on unsupervised methods, which 

are hard to integrate various features. 

Hu and Liu (2004) proposed a statistical 

approach to capture object features using association 

rules. They only considered adjective as opinions, and 

the polarities of opinions are recognized with 

WordNet expansion to manually selected opinion 

seeds. 

Proposed Technique: 

Sentiment Classification 

Support vector machine and, random forest 

used for sentiment classification of product reviews. 

Binary classifier for classification of movie reviews 

into positive and negative review classes. 

1) Support Vector Machine 

Training data contains the positive and 

negative reviews. Data provided in training classifier 

uses positive and negative reviews but they do not 

deal with complicated data which is very hard to 

classify. The reviews are said tobe of low variance if 

they are giving only positive or only negative opinions 

otherwise they are having high variance. 

2) Random Forest 

Random forest algorithm is highly accurate 

classifier which runs efficiently on large dataset. It 

handles thousands of input variables without variable 

deletion. It is an effective classification model for 

estimating missing data and maintains accuracy when 

large proportion of the data missing. 

3) Feature based Summarization 

Feature based summarization focused on 

the movie features on which the reviewers articulate 

their opinions. Identification of movie features and 

opinion words are both essential in feature based 

summarization. We propose a Latent semantic 

analysis (LSA) algorithm and frequency based 

algorithm to identify movie features. We compared 

these two movie-feature-identification approaches, 

in the experiment section.  

 

 
Result and Discussion 

The result of LSA algorithm is extended to 

LSA based filtering mechanism is planned to employ 

the semantically related terms to reduce the size of 

review summary. LSA based purifying approach 

allows the users to choose the features in which they 

are interested. The system will generate summary of 

positive and negative movie review. 

 
CONCLUSION 

In this paper design and implement a movie-

rating and review-summarization system. Sentiment 

classification is applied to the movie reviews and 

movie rating facts is based on sentiment-

classification results. In feature-based 

summarization, product-feature identification plays a 

vital role, and we propose a novel approach based on 

LSA to identify related product features. Sentiment 

analysis is completed on the comments given by the 
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users. The design proposed in this paper could fully 

utilize the Internet content to provide a new product-

review summarization and rating service. The design 

can also be extended to other product-review 

domains easily. 
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