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1. INTRODUCTION 

Speech coders, whose goal is to represent the analog 

speech signal in as few binary digits as possible, can 

be described as belonging to one of three 

fundamentally different coding classes: waveform 

coders, Vocoders, and hybrid coders. A waveform 

coder attempts to mimic the waveform as closely as 

possible by transmitting actual time- or frequency-

domain magnitudes. For example, in Pulse Coded 

Modulation (PCM), the input speech itself is 

quantized. In differential PCM (DPCM) and adaptive 

DPCM (ADPCM), the prediction residual is quantized. 

In addition, Subband Coders (SBC) are also waveform 

coders. Speech quality produced by waveform coders 

is generally high, although at high bit rates. Vocoders, 

or parametric coders, analyze the waveform to 

extract parameters that in some cases represent a 

speech production model. The waveform is 

synthetically reproduced at the receiver based on 

these quantized parameters. Vocoder types include 

formant, homomorphic Vocoders, as well as Linear 

Prediction Coding (LPC) and Sinusoidal Transform 

Coding (STC). Vocoders can generally achieve higher 

compression ratios than waveform coders; however, 

they provide more artificial speech quality. In hybrid 

coders, the high compression efficiency of Vocoders 

and high-quality speech reproduction capability of 

waveforms are combined to produce good quality 

speech at medium-to-low bit rates. The so-called 

analysis-by-synthesis coders, such as the Coded 

Excited Linear Prediction (CELP), GSM, and Mixed 

Excitation Linear Prediction (MELP) are all hybrid 

coders. Speech and audio coders can be evaluated in 

terms of five attributes: bit rate, speech quality, 

delay, complexity, and robustness to acoustic noise 

and channel errors. Speech quality can be measured 

subjectively and objectively. Subjective 

measurements are obtained from listening tests, 

whereas objective measurements are computed 

from the original and decoded speech signals. A 

popular measure is the signal-to-noise ratio (SNR), 

which is a long-term measure of the accuracy of 

reconstructed speech. Temporal variations can be 

better detected and evaluated using a short-time 

SNR for each segment of speech. The segmental SNR 

(SEGSNR) is then defined as the average of the short-

time SNRs. Modified versions of SEGSNR will be used 

to evaluate the quality of coders. In this thesis we are 
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going to develop efficient coding algorithms for the 

performance evaluation of speech transmission over 

fading channels in terms of Bit Error Rate (BER), SNR 

e.tc  

Mel Frequency Cepstral Coefficients (MFCC) 

The human ear resolves frequencies non-linearly 

across the audio spectrum. Empirical evidence 

suggests that designing a front-end to operate in a 

similar nonlinear manner improves recognition 

performance. A simple filter bank designed to 

provide non-linear resolution on the Mel frequency 

scale can be used. With MFCCs, the filters used are 

triangular, and they are equally spaced along the Mel 

scale. To implement this filter bank, the window of 

speech data is analyzed using a Fourier transform, 

and the magnitude coefficients are correlated with 

each triangular filter and accumulated. Each bin holds 

a weighted sum representing the spectral magnitude 

in that filter bank channel. The magnitudes of the 

power estimates from each channel are finally 

compressed using a logarithmic function. The 

resulting spectral estimates reflect two of the most 

studied aspects of auditory signal processing: 

frequency selectivity and magnitude compression. 

Because the spectral estimates are somewhat 

smooth across filter number and highly correlated, 

each frame is roughly decorrelated using the Discrete 

Cosine Transform (DCT) to obtain the Mel-Frequency 

Cepstral Coefficients (MFCCs) 

II.RELEATED WORK 

In [1] Cyclic Channel Coding algorithm for Original 

and Received Voice Signal at 8 KHz using BER 

performance  through Additive White Gaussian Noise 

Channel is proposed and it is seen that Cyclic Code 

reduces the effect of error on transmitted signal 

caused by AWGN channel. 

In [2] Rashed et al have investigated the impact of 

Forward Error Correction (FEC) codes namely Cyclic 

Redundancy Code and Convolution  Code on the 

performance of OFDM  wireless communication 

system for speech signal transmission over both  

AWGN and fading (Rayleigh and Rician) channels in 

terms of Bit Error Probability.. From the simulations it 

is observed that Convolution coding out-performs 

the conventional Cyclic Redundancy Code  

Nasr M.E et al [3] proposed Performance of coded 

speech modulated signals through Rician-fading 

mobile channel. A modified approach for estimating 

the bit-error-rate of modulated transmitted speech 

signal through an independent Rican Fading channel 

is described. Diversity technique is proposed to 

improve SNR. The amount of the minimum value of 

channel SNR required for obtaining good speech 

quality is proposed.  

In [4], authors consider the performance of coded 

OFDM using turbo-codes, for application in digital 

broadcasting systems. Authors showed that turbo 

codes can give performance improvements of some 

order of dB on a Rayleigh fading channel, over the 

conventional convolutional codes in the existing 

standards 

M. K. Gupta, et.al. Illustrates in [5] the way to 

increase the system throughput while maintaining 

system performance under desired bit error rate. 

From their study by simulation it is concluded that it 

is possible to improve the performance of uncoded 

OFDM can be improved by convolution coding 

scheme. 

In [6], performance of Interleaved CRC encoded QPSK 

based wireless communication system are analyzed. 

Author found by simulation that interleaved CRC 

encoded QPSK based system provides unique 

performance in proper identification and retrieval of 

transmitted color image.  

III. METHODOLOGY 

First of all we will acquire audio voice.wav format 

and plot its Welch power spectral density (PSD) The 

Sampling Frequency used is 8000 Hz. To get pitch of 

the recorded voice autocorrelation is used. Then we 

draw the frequency Spectrum of the wave using  Fast 

Fourier Transform (FFT).To get the samples in time 

domain IFFT of the recorded waveform is drawn .We 

obtain the random data of these samples in 0’s and 

1’s The signal is modulated using QPSK Modulator 

and passed through  various noisy channels  and  

then we will calculate the bit-error-rate for each 

channel. 

Convolutional coding 

Convolutional codes are generated by the 

convolution of the input sequence with the impulse 

response of the encoder. The encoder accepts blocks 

of k-bit input samples and, by operating on the 

current block of data and the m previous input 

blocks, produces an n-bit block of output samples. 
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The coding rate of the encoder is given by the ratio 

Rc=k/n and the convolutional encoder is specified by 

these three parameters (n,k,m). 

Viterbi decoder 

We improve BER performance results by using a soft-

decision decoding algorithm. In soft-decision 

decoding, the demodulator maps the received signal 

to log-likelihood ratios. These probability measures 

are based on the logarithm of the likelihood that the 

correct data are received instead of corrupted data. 

When log-likelihood ratios are provided as the input 

to the Viterbi decoder, the BER performance of the 

decoder is improved. An algorithm can be made to 

perform soft-decision Viterbi decoding by changing a 

few demodulator and Viterbi-decoder System-object 

parameters. 

Space-time Coding 

The space-time coding techniques are used to exploit 

the diversity from channels. Many traditional space-

time codes were used to extract spatial diversity 

from flat-fading MIMO channel. Whereas, they are 

not effective at extracting the additional frequency 

(multipath) diversity of a frequency-selective fading 

channel. In general, the maximum achievable 

diversity order may reach the product of the number 

of transmit antennas, the number of receive 

antennas, and the number of resolvable propagation 

paths (the channel impulse response length). In order 

to achieve such high orders, the transmitted symbols 

must be properly spread over the carriers and the 

transmit antennas. An important strategy used to 

map the information symbols on the tones and 

antennas is the space-time-frequency code. It is used 

to extract both spatial and frequency diversity. The 

design of space-frequency and space-time-frequency 

codes is currently an active area of research 

IV. ALGORITHM FOR PROPOSED WORK 

Step 1 Generate the waveform of recorded speech 

signal “ Iqra” in Matlab 

 Load handel.mat 

Iqra= 'handel.wav'; 

[y, Fs] = wavread (Iqra) 

 Step 2.  Plot the FFT of the Waveform at Mel 

frequency  

z=fft (y.*hamming (length(y))). 

c=dct (Z). 

Step 3 .Generate the Discreet samples of the 

Waveform 

 x=Fs.*ifft (c, Fs). 

Stem(x) 

Step4. Generate Random bits 

Step5. Modulator using QPSK Modulator 

Step.6 Pass the data through various noisy channels 

Step7. Calculate the Bit-Error-Rate 

Step 8.Apply various error detecting and correcting 

techniques like convolutional coding and virtebri 

decoding algorithm for the Performance Evaluation. 

V. RESULTS AND DISCUSSIONS 
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The simulation result for BER vs. SNR for BPSK 

modulation is shown in figure 2 .From the fig it is 

seen that theory and simulation curves almost 

coincide with each other. At higher SNR the 

simulation slope for BER increases linearly and then 

gradually falls. 

 Figure2    BER vs. SNR for BPSK modulation. 

Figure 3 shows the simulation result for BER vs. SNR 

for QPSK modulation. From the figure it is obvious 

that the slope of simulation curve falls gradually 

compared to the theoretical value resulting in the 

decrease in bit error rate. Also at higher SNR the 

simulation curve shows a greater deviation from 

theory values.  

 

                                   
       Figure 3 BER vs. SNR for QPSK modulation. 

Figure 4 shows the BER vs. SNR results for 16 PSK 

modulation scheme. From the figure it is seen that 

simulation curve falls as compared to theory curve. 

.At SNR of 9db the curve gradually rises almost 

touching the theoretical value and then falls linearly. 

Figure 4. BER vs. SNR for 16 PSK. 

Figure 5 shows the results for 32 QAM modulation. 

From the figure it is seen that the simulation curve 

falls as compared to theory curve resulting in 

decrease in Bit error rate of the system. At a SNR of 

9db.the curve is almost   parallel to x axis and then 

the curve falls with a linearly reaching a minimum 

value of bit error rate and remains constant there at 

higher signal –to-noise values. 

                        
 Figure 5. BER vs. SNR for 32 QAM modulation` 

Figure 6 shows the BER vs. SNR result for 64 QAM 

modulations. It is seen from the simulation result 

that the simulation curve falls as compared to theory 

curve showing a deviation and decrease in bit error 

rate of system. At SNR of 8 db the slope tends to fall 

and at 9 db the slope falls linearly deviating more 

from theoretical value. At 9.5 db the slope is almost 
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zero with bit error rate remaining almost constant 

and then curve falls again linearly and bit error rate 

reaches a minimum value. At 10db the curve again 

starts to rise and then again falls at higher signal to 

noise ratio. 

 
           Figure 6. BER vs. SNR for 64 QAM modulation. 

VI. CONCLUSION 

We have presented BER VS SNR of the Secure Speech 

Signal and evaluated the performance of the 

proposed model. Performance is evaluated over 

various digital modulation techniques –BPSK, QPSK, 

16-PSK,32QAM,64QAM.64-QAM shows the better 

performance with the significant decrement of BER at 

higher SNR. 
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