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1.  INTRODUCTION 

 The advancement in the robot technology 

came up with the    making ease of  human 

undertakings. Difficult conditions are able to 

practice with robots ranging from small to large and 

complex, such as bomb exploration[1], field/space 

robots[2-3], medical tasks [4-7], cooperative 

hunting[8,9-15]and many more. Some of the 

advanced ways of using of robot is the use of multi 

robots. As different studies show the use of multi 

robots[16-20]makes ease of the complex activities, 

such as hunting, space exploration and other 
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ABSTRACT 

Multi robots are cooperated to take out simple and complex tasks of human 

activities ranging from simple to very huge and complex tasks. Inside a multi robot 

the tasks such as; coordination, path planning, collision avoidance, searching has 

been among the areas of interest. Beside this, robots also should have to take 

extensive action towards the robot breaks down. In multi robot sometimes robots 

fail to achieve their chores because of many interior and external causes. This may 

lead to task interruptions in the robots overall goal achievement. The primary focus 

of this work is on coordination of multi-robots when one of the member robots 

failed to catch an evader in unknown environment. Due to different physical, human 

and dependability factors robots may fail before reaching their ultimate goal. 

Therefore, robots should have to be guaranteed, in order to perform their action 

without any interruption, since the interruption of the system task will result in high 

loose of resource and time. Due to this reason, the contribution of this paper is how 

to guarantee functionality and performance of the whole system as any member 

robot is failed from the alliance. The problem in large highly coupled system is at the 

time of failure, as any failure is occurred the whole system failed. To overcome this 

problem the systems should designed by maintaining the system cooperation and 

decreasing the failure dependability of the system. In this paper we propose two 

approaches on how to guarantee the system at the time of failure by adding 

robustness in multi-robot to accomplish the hunting task using strategy of down 

continuity and replacement strategy. Finally, the proposed approach aims to 

guarantee the hunting task to accomplish with the available resource and time. 
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cooperative tasks. To do such kind of tasks robot 

should be guaranteed with high performance and 

backup of robot reserve. The backup robots are 

robots in idle state in which they are assigned to 

perform the task if working robots are failing to 

function. Today, robots are able to participate in the 

hunting[8, 21-26]of the invaders in an unknown 

environment [8, 27]wherein the robots perform 

efficiently and complete their tasks successfully. 

 In the last decade, much research has dealt 

with multi robot, coordination, communication, path 

planning and failure of robots[8, 21-27].  Robots can 

coordinate, interact and communicate with each 

other to perform specific common goal.  The 

coordination of multi robots helps them to execute 

an action in time with high assurance. 

 The availability of the robots in the alliance 

should be assured and have to work without failure. 

As the research of Carlson Jet al[28-29]shows the 

Mean-time-between-failure (MTBF) for robots of 

many manufacturers is 6 to 20 hours. They tried to 

improve ratio to 24 hours and the availability is 54%. 

Based on this they suggest that the probability of 

MTBF it is still too low. Finally, they conclude by 

saying that, the gap between the mean times to 

failure and mean time to repair, downtime varies 

widely. This study shows that since failure is obvious 

and the repair time takes time in conditions that are 

difficult to repair the robot. The alternative solution 

is to assign idle robots for backup or to perform the 

task with 𝑁 − 𝑖 robots where;  𝑁 is Number of 

robots and 𝑖 is the failed robot.  

 Robotic failure may occur due to different 

reasons such as; physical failure, human failure, and 

dependability computing practices [28]. Physical 

failures may occur due to the problem with the 

sensor, effectors, power, control system, and 

communications. Human failures are failures raised 

due to the problem in design and Human Computer 

Interaction (HCI). Dependability computing practices 

are failures occurred due to the complete or partial 

association of robots to perform some task. 

Although dependability is quite obvious in mobile 

robots, the solo robotic failure and operation is also 

a big concern. Therefore, by taking this issue into 

consideration; our research is able to maintain the 

cooperation so as to manage the task by remaining 

robots which in turn decreases the dependability on 

the failed robots.   

 An extensive research has been performed 

with robotic hunting by Ni J, et al [8].The authors 

have considered the case where the robots break 

down before and after the evader is caught. They 

resolved the problem by reforming and restarting 

the hunting task. Restarting of the system is easy in 

the simulation project, but to be implemented in the 

actual universe, it is the wastage of resource and is 

too costly. 

 Another  research of Khan T., et 

al.[30]overcomes robotic failure  of failed robots by 

fixing of welding spots at each station .If any robot is 

failed the robot is repaired at that spot and failed 

robot is replaced by the working robot at that 

station .Research paper by Twala B.,etal[31] 

discusses on the prediction of execution failure of 

robots using incomplete data input to the robot. 

     The main contributions of this paper are 

summarized as follows. 1) On the robotic failure 

solutions: - assuring the reliability of the system, by 

granting the system with robotic backup. 2) Catching 

of the evader with 𝑁 − 𝑖 robots where 𝑁 the total 

number of robots in the failed and𝑖 the number of 

failed robots. 3) Using the biologically inspired 

neural network to complete the hunting task. 

     The presentation is organized as follows. In 

Section 2, the problem statement is given. Section 3, 

presents the proposed approach to solve the multi 

robot robotic failure, Section 4 Result and discussion 

finally, the conclusion is given in Section 5. 

2.  Problem Statement 

 There is no sufficient research on the 

robotic failure adaptive cooperative hunting even 

the advancement of the robotic technology is 

increasing at an instant. In robotics, a lot of studies 

have been done on the cooperation and better 

communication of multi robots hunting and few on 

reliability and robotic failure [1, 26-27, 30-31].  

However, the focus of these researches was not on 

the fault of member robots in multi robot 

cooperative hunting. Some of the researches 

undermine the fault of the robots, and others use 

different mechanisms to solve the problem of 
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robotic failure to the whole system. Multi robots 

accomplish specific goal orientated tasks simply than 

single robots in terms of speed and confidence to 

accomplish the task. However; robotic failure 

coordination was being a problem in multi robot(s) 

cooperated hunting. Although the procession of 

robotic technology, dynamic from time to time the 

mechanism for guaranteeing of robots with high 

confidence at the time of failure is not 

notwithstanding achieved. 

      Our research mainly focuses on this issue 

that how hunting robots accomplish their action 

despite the failure of individual robot. The working 

robots should able to overcome the failure 

happened in the group. We propose two solutions 

to solving this issue, i.e. performing the hunting task 

with 𝑁 − 𝑖 robots where 𝑁the number of robots is 

and 𝑖is the failed robot. For 𝑅1 =  𝑖1 , 𝑖2,𝑖3  … . . 𝑖𝑛    

working robots in searching for evader 𝐸 =

 𝑒1 , 𝑒2,𝑒3  … . . 𝑒𝑛   and 𝑅2 =  𝑗1, 𝑗2,𝑗3  … . . 𝑗𝑛   idle 

robot(s) for backup if any robot from  𝑅1 is failed to 

function. 

 where 𝑅1&𝑅2 are the  working and Idle 

robots ,E is the  evader ,and the 𝑅1 (i) ,𝑅2 (j)&𝐸 (e) 

are the members of the group 𝑅1,𝑅2,𝐸 respectively. 

When any robot breaks down from 𝑅1so the 

temporary commander of the group will broad cast   

help to the idle robots 𝑅2  and the 𝑅2 (j) joins the 

group.  

 The number of idle robots to be used as 

backup depends upon the importance of the goal. If 

the goal we wish to realizes best than the worth and 

alternative technical issue of the robot(s) then 

supported this we have a tendency to decide range 

of idle robots.  If we tend to unravel this drawback; 

the job of multi robot hunting is starting to be rigid; 

if any robot fails the whole system functioning to be 

discontinued. At this time the only choice is 

restarting the system or within the field then 

attempting to reform the alliance again 
8
. This 

results in extra resource and time wastage.  Here is 

the summary of the failure adapting hunting task. All 

the robots and evader has 360
0
 visual capability. The 

evader is different only in speed and communication 

capability [1]. The robots have nine sensors each 

sensor has 40
0 

visual capability. The robots are tray 

to search for the evader the first robot which find 

the evader will be the temporary commander 

(TMC); and broadcast a message to all remainder 

robots. The message to be broadcasted is the 

location of the evader and the id to identify from its 

other evader. The robots replay the status flag, and 

the location. If any robot is failed during the 

searching or pursuing then the two actions are 

performed; to continue the hunting task with 𝑁 − 𝑖 

or to ask for help from the backup for idle robots. 

Finally, if all the robots in catch state and if there is 

no way for the evader to escape then the evader is 

caught. The simple explanation of the summery is 

shown in Fig. 1. 

 
Fig.1. Flow diagram of the robotic hunting with 

failure 

Proposed Approach 

 Robots are not only cooperating to 

accomplish a specific task, but also robots should 

cooperate in case of failure. The paper mainly 

focuses on how the robots are able to coordinate to 

function in hazardous situations. Due to this we 

propose two approaches. The foremost one is how 

to accomplish hunting task without interruption 

even the robots are less than the mandatory 

number of working robots. The second one is how to 

replace faulty robots. 

      Our research is based on the concept of bio 

inspired neural networks. The research on bio 

inspired neural network enables robots to have 
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specialized path planning without the need for prior 

knowledge, cost function estimation [8, 21-22].We 

use three novel algorithms of Ni J, et al[8] Strategy 

of dynamic alliance, Pursuing Strategy Based on a 

Biologically Inspired Neural Network and Strategy    

of formation Strategy of dynamic alliance to form an 

alliance.   

3.1  Performing hunting task with 𝑵 robots 

 Strategy of dynamic alliance:-If any of the 

robots in the field finds the evader this robot will be 

the temporary commander  r𝑡𝑒𝑚𝑝  ; then all the 

robots send the status flag (the state of the robot 

whether searching, failed, pursuing or catching) and 

the coordinates to  r𝑡𝑒𝑚𝑝  .Based on this  r𝑡𝑒𝑚𝑝   will 

calculate the distance from each r𝑖  to  e𝑗  .  

dist  𝑝𝑟𝑖 , 𝑝𝑒𝑗         

=    𝑥𝑟𝑖 − 𝑥𝑒𝑗  
2 

+  𝑦𝑟𝑖 − 𝑦𝑒𝑗  
2 
… . (1) 

 Where𝑝𝑟𝑖 , and  𝑝𝑒𝑗  are position of robot 

and position of evader respectively. 𝑑𝑖𝑠𝑡(𝑝𝑟𝑗 ,𝑝𝑒𝑗 )  

represents function of distance from point 𝑝𝑟𝑗 to 

𝑝𝑒𝑗 where point 𝑥 and 𝑦 represents the geometrical 

potions of each of the evader and the robot. 

 Pursuing Strategy based on a Biologically 

Inspired Neural Network; after the alliance is formed 

the next step is to follow the evader; all the robots 

follow the evader based on the special type of path 

planning. This type of path planning is based on the 

shunting equation [8, 21-22] in which all the 

communication is based on the neural landscape. 

The failed robot broadcasts its message to the 

nearest possible neuron around.  

 

𝑑𝑥𝑖

𝑑𝑡
= −𝐴𝑥𝑖 +  𝐵 − 𝑥𝑖   ( 𝐼𝑖

𝑒 +

+  𝑊𝑖𝑗  𝑥𝑗  
+

) − (𝐷

𝑘

𝑖=1

+ 𝑥𝑖) 𝐼𝑖
𝑜 − … (2) 

 The shunting equation already discussed [8, 

21-22]but the shunting equation in this paper is 

working in beside the point discussed it focuses on 

the failed robots. 

Variables 𝐼𝑖
𝑒and 𝐼𝑖

𝑜  are the external input to the 𝑖𝑡  

neuron from the evader and obstacle, respectively. 

Strategy of formation; after the parsing strategy if all 

the robots are at the stage they can see the evader; 

the robots are arranged in a way the evader can't 

escape [8, 21-22]. 

    Robots are able to communicate and 

coordinate with each other the robotic failure of the 

allies may result in interruption of the hunting task. 

There are two conditions by which failure may 

occur. 1)  Failure of robot before having information 

about the evader 2) Failure occurred after Pursuing 

is occurring. The first condition occurs before the 

robots find the evader any robot may fail or break 

down on the way. At this time if the robot is failed to 

work or breakdown one of the robots from the idle 

robots will take the responsibility and move to the 

region and join the group to start hunting. The 

second condition occurs at the stage when the 

robots pursuing the Evader.  Braking down of robot 

at this stage is difficult   and there is probability to 

escape for the evader.  Due to this we propose two 

scenarios. The first scenario is how to perform a task 

with remainder robots if any robot is failed from the 

allies; the second one is what if the restrobotsaren 

'table to accomplish the task inside the desired time 

and obtainable resource. In this issue the idle 

robot(s) are released and join the group to replace 

the failed robot. These two approaches are 

discussed below. 

3.2  Strategy of Down Continuity 

 In the real world, it is feasible to catch an 

evader with 𝑁 − 𝑖  robots. There is no hard rule how 

and when to catch the evader .We can catch the 

evader in a way the evader can't escape. As an 

analogy to the real world when any robot is failed it 

is feasible to catch the evader with the remainder 

robots. This scenario enables the robotic hunting to 

perform the required task without need of 

additional resources. In this case there are three 

cases where robots 𝑁−𝑖 can catch the evader:   

 Firstly; if the robots are at catch stage; 

means within some distance the robots can sense 

the evader or within the maximum range of the 

evader can't escape. The maximum range 
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(𝑀𝑎𝑥𝑟𝑎𝑛𝑔𝑒 ) is the maximum sensor capability at 

which the robot can sense its surroundings. 

∀𝑟𝑜𝑏𝑜𝑡𝑠𝑖𝑓 (𝑀𝑎𝑥𝑟𝑎𝑛𝑔𝑒

> 𝑑𝑖𝑠𝑡𝑓𝑟𝑜𝑚𝑒𝑞𝑢 1 ………… . (3) 

Second; if the evader is rounded by the 𝑁 − 𝑖 robots 

and the obstacles and nowhere to escape. 

𝐸𝑑𝑖𝑠𝑡
𝑜  𝑝𝑒𝑖 , 𝑝𝑜𝑗  

=   𝑥𝑒𝑖 − 𝑥𝑜𝑗  
2 

+  𝑦𝑒𝑖 − 𝑦𝑜𝑗  
2 
……… . . (4)  

∀𝑟𝑜𝑏𝑜𝑡𝑠𝑖𝑓 𝑒𝑞𝑢 3 &&𝐸𝑑𝑖𝑠𝑡
𝑜

< 𝑚𝑖𝑛𝑑𝑖𝑠𝑡  …………… (5)
 

Where;𝐸𝑑𝑖𝑠𝑡
𝑜  is the distance from the evader to the 

obstacle and 𝑥, 𝑦, 𝑒𝑎𝑛𝑑𝑜are the positions, evader 

and obstacles. 𝑚𝑖𝑛𝑑𝑖𝑠𝑡 is the minimum threshold 

distance from the obstacle to the evader where the 

evader can move without collision. Third; if the 

evader revolves within the same position for some 

elapsed time and at least one of the working robots 

can see the evader. 

Evader 

caught=

 
 
 

 
 

𝑖𝑓∆𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑒𝑣𝑎𝑑𝑒𝑟 ≤ 0 , 𝑎𝑛𝑑

𝑓𝑜𝑟𝑎𝑛𝑦 𝑤𝑜𝑟𝑘𝑖𝑔 𝑟𝑜𝑏𝑜𝑡

𝑖𝑓dist 𝑝𝑟𝑖 , 𝑝𝑒𝑗  < 𝑚𝑖𝑛𝑑𝑖𝑠𝑡   𝑎𝑛𝑑

𝑖𝑓𝑒𝑙𝑎𝑝𝑠𝑒𝑑𝑡𝑖𝑚𝑒 > 𝑡𝑖𝑚𝑒𝑚𝑎𝑥

𝑡𝑜 𝑟𝑒𝑣𝑜𝑙𝑒𝑣𝑒 𝑜𝑛 𝑡𝑒 𝑠𝑎𝑚𝑒 𝑝𝑜𝑠𝑡𝑖𝑜𝑛

 ……..(6) 

This may be caused due to the evader failure to 

escape from the hunter robots. The evader may fail 

due to different physical factors [26]such as; system 

power, sensor, effectors failures and so on.  

Therefore; if any robot is able to see the evader in 

such condition the robot in the catching stage  

broadcasts the message to  the robots in pursuing 

stage and the remainder  robots  know that the 

evader is caught and hunting task is over. This serves 

to avoid unnecessary movements by the robots. 

3.3 .  Replacement Strategy 

 This scenario applies when the robots in 

scenario one are unable to catch the evader within 

the maximum threshold time and when the 

temporary commander broadcast message to the 

idle robots. In addition to this taking the importance 

of the goal in to consideration is an important factor 

before idle robot replacement. This helps to avoid 

the coast and time over head of insignificant hunting 

goal (cost profit analysis is done manually), i.e. the 
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value added from the hunting task is compared with 

the total cost of resource (technical and material). 

  As the working robots are set to search the 

evader; the idle robots (𝐼𝑅1 , 𝐼𝑅2, 𝐼𝑅3 , 𝐼𝑅4) are 

positioned at the boundary as we see from Fig.3  

𝑃1(𝑥, 𝑦) ,𝑃2(𝑥, 𝑦) ; where 𝑓(𝑥, 𝑦)  is the position of 

the evader after failure is happened. If working 

robot 𝑊𝑅 (𝑖) failed at position 𝑧(𝑥, 𝑦) distance 

measured from 𝑃1,or 𝑃2 to 𝑓 ;then nearest location 

is selected from𝑃1,𝑃2  as follows:- 

 

dist 𝑝1 , f 

=   𝑥𝑝1𝑖 − 𝑥𝑓𝑗  
2 

+  𝑦𝑝1𝑖 − 𝑦𝑓𝑗  
2 
…… .   (7)

 

dist 𝑝2 , f 

=   𝑥𝑝2𝑖 − 𝑥𝑓𝑗  
2 

+  𝑦𝑝2𝑖 − 𝑦𝑓𝑗  
2 

 . . … . . (8)
 

𝑓 𝑥𝑠𝑒𝑙  

=  
𝑃1  , 𝑖𝑓(𝑑𝑖𝑠𝑡 𝑃1 , 𝑓 < 𝑑𝑖𝑠𝑡 𝑃2 , 𝑓 

𝑃2  , 𝑖𝑓(𝑑𝑖𝑠𝑡 𝑃1 , 𝑓 > 𝑑𝑖𝑠𝑡 𝑃2 , 𝑓 
 ……… .   (9)

 

 

The selected 𝑓 𝑥𝑠𝑒𝑙    robot(s) are released to 

replace the failed robots based on the queue index 

as in Fig 2.  The numbers of idle robots in the queue 

are positioned according to their index in the two 

positions around system boundary as in Fig. 3. The 

robot with the first index is selected i.e., First in First 

Out (FIFO) strategy is applied to select the next 

active robot from the idle robots. 

 

Fig. 2. Idle robot positing in the field and replacement at the time of failure 

 

 

Fig. 3.    Queue positioning of robots according to FIFO index 

 As we see from Fig. 4 failure of robot may 

be in two cases; failure to the temporary 

commander (TMC) and failure of any robot  𝑅 (𝑖) . If 

the failed robot𝑅(𝑖) is TMC, the hunting task will be 

little bit difficult as the TMC is the leader, especially 

at the maturity stage (pursuing and catching stage) 

all the robots following the TMC are unable to 

communicate. Although the robots 𝑅 − 1 are unable 

to communicate with TMC, it doesn’t mean that the 

robots are stopping functioning. The 𝑅 − 1 robots 

continue as allies by switching the current state to 

search beside this; any of these robots will 

broadcast a message to the idle robots (IR) 

accordingly one idle robot will join the group to 

replace the failed TMC. If any robot rather than TMC 

is failed, there are two cases; whether continue with 

the current state if it is in the maturity (Pursuing or 

catching) stage or to replace the robot if it is in the 

infant (searching stage). 
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Fig. 4.    General flow chart diagram of Robust Multi robot hunting 

3.  Experiments & Results 

 According to the above description the 

research is implemented using SimIAm in MATLAB 

programming language.  Some of the simulation 

results are shown below. 

 
Fig. 5.   The simple simulation model of the system 
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Where 𝑊1, 𝑊2, 𝑊3, and 𝑊4 are working 

robots,𝐼1, 𝐼2 are idle robots,  𝑂 and 𝐸 are the 

obstacle and evader. The working robots are placed 

at any arbitrary location; and the exact location of 

the evader is not known to them. However; the 

robots assume that the evader is found in the 

boundary.  

 Initially angular and linear velocity of the 

idle robots is set to zero.  

Velocity=  
𝑣 = 0  
𝑤 = 0

  

Where;  𝑣 is the linear velocity and 𝑤 is angular 

velocity. 

  The idle robots are initially positioned at 

the center of  0, −𝑦  𝑜𝑟 (−𝑥, 0) and 

(0, +𝑦, 𝑜𝑟 (+𝑥, 0) of the boundary. If any robot is 

failed  and  the remainder robots unable to catch 

the evader the robot with the closet distance 

(according to Equation 7, 8,9 ) to the evader after 

failure is going to replace the failed robot. 

       As we see from Fig. 6 the evader is 

bounded with three of the robots and the obstacle 

before any failure is occurred; there is no room for 

other robots to join the group even the allies. Three 

of the robots and the obstacles are within the 

evader maximum escaping range; so the evader 

can't escape anywhere. The hunting task is over 

without the demand for other late member robot. 

The robot with the minimum steps(time) to the 

evader is considered as the temporary 

commander(TMC) .The TMC should have to be in 

Watching  state  until the other robots join and the 

situations to catch the evader are meet.From the 

above Fig.7 Simulation result of the robots shown 

that, Robot3 is selected as TMC .Robot3 reaches 

early at catching stage as shown by the green dotted 

line all the robots are hiding toward the evader. The 

robots are going through stages of avoiding obstacle 

and avoiding obstacle and going to goal (AOGTG) 

still the robots are within the Max_range of the 

individual robot capability.Finally; three of the 

robots are catching the evader at 5.567 simulation 

ticks as shown above. However robot4 doesn't reach 

the catching stage. 

 
Fig. 6.    Probability of catch with 𝑁 − 𝑖  robots 

 Although the obstacles are cause 

communication overhead, they can also create 

opportunity for the robots to catch the evader. As 

the simulation shows there is probability that the 

evader be in difficult situation. These situations are 

the evader may be trapped at any 

boundary/obstacle by two or even one robot.  This 

shows even we have 𝑁 number of robots participate 

in the hunting field, the 𝑁 − 𝑖 robots should have to 

continue without affected by the failed   𝑖  robot.  

 As we see from the from Fig. 8(a), 9 even 

the probability is less robots failed due to collisions 

with obstacles, other robots or many other reasons. 

So we should have to guarantee the continuity of 

the hunting task by running the task with the 

remainder robots as in Fig .8(a)or replacing the 
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failed robot as in Fig .9. The simulation result in Fig 

8(b) shows the movement of the robots i.e. the blue 

the four blue lines shows the four robots and the 

red line (mark) shows the evader movement.  The 

simulation result of Fig. 9 works as follows; first the 

four robots are assigned to perform the hunting 

task. During the searching states robot1 and robot3 

are crashed on the way, the remainder two robots 

try to catch the evader. As the maximum threshold 

time is reached the first closest idle robot (using 

equation 6, 7, 8) (robot5) is assigned and join the 

alliance, but even now the robots can't able to catch 

the evader. Finally then the next robot (robot6) is 

assigned and join the alliance catch the evader with 

four robots. 

 
Fig. 7.    The Simulation of the hunting task of Fig .6 catching evader with three robots before 

 

 

Fig.8.  The Evader is caught with only two robots with help of obstacle after two robots are failed. 
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        We held total of 20 simulation 

experiments; initially four robots are going to search 

for the one evader and two backup robots .The 

results of the simulation are discussed in the table 1 

below. 

 
Fig.9. (a) The default positioning of the robots where black, green, red robots are the working, idle, and the 

evader respectively (b) The Evader is caught with four robots after failure of two robots (robots in maroon 

color) is occurred 

 The four robots are tray to catch the 

evader; out of the 20 simulation experiments the 

robots catch the evader 8 times (40%) without fault. 

Three robots are able to catch the evader 4 times 

(20%) and 3 times (15%) before and after failure 

respectively. The hunting task is accomplished with 

four robots after the failed robot is replaced five 

times the robots able to catch the evader it is about 

25%. 

 Finally; the general findings and 

comparisons of this paper and previous journals is 

discussed in table 2. 

TABLE I: The advantage of the obstacle to catch the evader 

Evader caught with Condition Number of robot 

replaced 

Number 

success 

4 robots Before failure - 8 

3 robots and obstacle Before failure - 4 

3 robots and obstacle After failure - 3 

4 robots After failure 1 5 

4robots After failure 2 3 

TABLE II: Comparing of the existing system and the this system in solving the hunting task and 

general process 

Characteristics Existing[1] Proposed approach 

Idle Robot - yes 

Functioning with 𝑵 − 𝒊 

robots 

- yes 

Buck up robot 

localization 

In the hunting field searching for 

evader without joining any group. 

The state of the robot is working this 

leads to wasting of robot resource. 

The idle robots are placed at the center of 

the any boundary as in Fig.5 this saves the 

robot resource battery, risk of failure. 

The state of the robot is idle. 

Resources Minimization Only tries to catch the evader with N 

i.e. 4 robots 

Can catch the evader with 𝑁 − 𝑖 robots as 

demand to catch the evader are meet 
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Speed to catch evader Since the algorithm is rigid i.e. tries to 

catch evader only with four robots 

without considering the role of 

obstacles; the time to catch the 

evader may take time. 

It is fast; it can use situations if the evader 

can't escape. The role of obstacle to catch 

evader is considered. and  has important 

role 

Using 

situations(obstacle) 

It doesn't use important situations 

(role of obstacle) only catches with 

four robots. 

Considers obstacle as important factor 

5.  Conclusion 

 This paper studied a multi-robot hunting 

problem under failure of robots. Proposed research 

tries to complete the hunting task in the presence of 

failure of one or multiple robots. Simulation result 

shows that the proposed approach add robustness 

by completing the task with the remaining robots, 

thereby minimizing resources being used in the 

hunting. The robots communicate and cooperate 

each other to catch the evader even at the time one 

or more robots are failing from the allies. 

Furthermore, the proposed approach is flexible 

enough to solve the problems when the robot 

breaks down without restarting the system. This 

research can be used not only in robotic hunting but 

we can use it in any system from robotic bomb 

exploration to plain attack. 

 Proposed work can be further extended 

using multiple evaders and evaluating the 

performance on simulator and actual physical test 

bed. 
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